Linear Algebra

1. (10%) )
For which value(s) ot: does the following system have zero solutions? One solation
Infinitely many solutions?

1+ 29 +23 = 4

2. (10%) &)
How should the coefficients, b. andc be chosen so that the system

ar+by —3z = -3
—2r—-by+cz = -1
ar +3y —cz = —3

has the solutiom = 1,y = —1, andz = 2?

3. (10%) & * )
Prove: IfB is invertible, thenAB~! = B~'A ifand only if AB = BA.

4. (10%) & * )
Prove: IfA is invertible, themA +B andI+BA ~!'are both invertible or both not invertible.

5. (10%) =)
Let A be ann x n matrix. Suppose thdB, is obtained by adding the same numbé¢o
each entry in théth row of A and thatB, is obtained by subtractingfrom each entry in
theith row of A. Show that

det(A) = %[det(Bl) + det(By)].

6. (10%) &)
Find the distance between the given parallel planes.

(@) (3.3%)3z — 4y + 2z =1and6x — 8y + 2z =3
(b) (3.3%) -4z +y—3z=0and8z —2y+6z=0
(c) B3 2r—y+z=1land2x —y+z=—1
7. (10%) &)
Find the standard matrix for the stated composition of liregeerators o>,

(@) (3.3%) A reflection about thez-plane, followed by an orthogonal projection on the
xz-plane.

(b) (3.3%) A rotation oft5° about they-axis, followed by a dilation with factak = /2.

(c) (3.3%) An orthogonal projection on the-plane, followed by a reflection about the
yz-plane.



8.

10.

11.

12.

13.

(10%) §x)

Let [ be the line in thery-plane that passes through the origin and makes an éngiih
the positiver-axis, where) < 0§ < = . LetT: R? — R? be the linear operator that reflects
each vector about(see the accompanying figure)

(@) (5%) Find the standard matrix f@r

(b) (5%) Find the reflection of the vectar= (1, 5) about the lind through the origin
that makes an angle 6f= 30° with the positiver-axis

(10%) € = x)

Show that the set of allx 2 matrices of the for Cll 11) }With addition defined b{ (11 (1) } +

c 1| |a+c 1 . a 1| | ka 1
[1 g1 = 1 bad andscalarmultlpllcatlondeflnedl&y{1 b}_[ 1 k:b]

is a vector space. What is the zero vector in this space?

(10%) €)
Show that the vectorg; = (0,3,1,—1), vo = (6,0,5,1),andvs = (4,-7,1,3) form a
linearly dependent set iR*.

(10%) &)
Let {vi, vy, v3} be a basis for a vector spade Show that{u;, u,, us} is also a basis,
Whel’eu1 = Vi, Uy = V] + Vg, andU3 = V] +Vy+Vs.

(10%) &=)
Find a basis for the subspacel®f spanned by the given vectors.
14z — 322, 2+ 2x — 622, 3+ 3z — 922

(10%) &=)
Find a subset of the vectors that forms a basis for the spasesp by the vectors; then
express each vector that is not in the basis as a linear caiidrirof the basis vectors.

(@) (3.3%) vy = (1,0,1,1), vo = (=3,3,7,1),v5 = (—1,3,9,3), v4 = (—5,3,5, —1)
(b) (3.3%) v; = (1,-2,0,3), vo = (2,—4,0,6), vs = (—1,1,2,0), v4 = (0, —1,2,3)

(
(©) (3.3%) vy = (1,—1,5,2),vs = (=2,3,1,0),vs = (4,—5,9,4), vy = (0,4,2, —3),v5 =
(—7,18,2, —8)
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14. (10%) =)
What conditions must be satisfied by, b, b3, by. andbs for the overdetermined linear
system

T —3T9 = b
T1—2T9 = by

T1+x9 = b3
1 —4rs = by

T+ 5.%’2 = b5
to be consistent?

15. (10%) fx)
For what values of is the solution space of
1+ 29+ ST3 = 0
Ty + STy + T3 =

STy + T2 +T3 =
the origin only, a line through the origin, a plane througé thigin, or all ofR3?

16. (10%) &)
Let

1 2 —1
A=13 5 0
11 2

O = N

(@) (5%) Find bases for the row space and nullspack.of
(b) (5%) Find bases for the column spacefofind nullspace oA”

17. (10%) f * )
Prove: Ifu andv aren x 1 matrices and\ is ann x n matrix, then

(VIATAu)? < (W"ATAu)(vIATAv)

18. (10%) =)
Let R? have the Euclidean inner product. Find an orthonormal basishe subspace
spanned byo0, 1,2),(—-1,0,1),(—1,1, 3).

19. (10%) =)
Let W be the plane with equatiagix — 3y + z = 0.
(@) (2.5%) Find a basis fow.
(b) (2.5%) Find the standard matrix for the orthogonal prtige ontoW.

(c) (2.5%) Use the matrix obtained in (b) to find the orthodqrajection of a point
PO(:L‘Oa Yo, ZO) ontoW.
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20.

21.

22.

23.

(d) (2.5%) Find the distance between the pditl, —2,4) and the plandV, and check
your result.

(10%) &)
Consider the bases = {p;, p2} andB’ = {q1, q»} for P,. where

p1=606+32,po=104+22,q1 =2,qx =3+ 2z

(@) (2.5%) Find the transition matrix frold’ to B.

(b) (2.5%) Find the transition matrix from to B'.

(c) (2.5%) Compute the coordinate vecfpfs. wherep = —4 + z , and computép|p.
(d) (2.5%) Check your work by computing] s directly.

(10%) & = )

Let 'V be the space spanned fjy= sin x andf, = cos x

(@) (2%) Show thag;, = 2sinx + cosx andg, = 3 cos z form a basis folV.

(b) (2%) Find the transition matrix frol’ = {g;,g>} to B = {f, f,}.

(c) (2%) Find the transition matrix from® to B’.

(d) (2%) Compute the coordinate vecthf, whereh = 2 sin x — 5 cos x , and compute
[h]B’
(e) (2%) Check your work by computiriy] 5 directly.

(10%) & = x)
Find a, b, andc such that the matrix
1 1
“© B T2
A= 1| b L L
V6 V6
c L 1
V3 V3

is orthogonal. Are the values af b, andc unique? Explain.

(10%) )
Find a weighted Euclidean inner product 8 such that the vectors

Vi = (1,0,0,...,0)
vy = (0,v/2,0,...,0)
vi = (0,0,v3,...,0)

v, = (0,0,0,...,v/n)

form an orthonormal set.
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24. (10%) =)
Find A™ if n is a positive integer and

25. (10%) &x)
Find a matrixP that orthogonally diagonalizes, and determin® ' AP.

724 0 O

24 7 0 O

A= 0 0 =7 24
0 0 24 7

26. (10%) &x*)
Does there exist & x 3 symmetric matrix with eigenvalues = —1, A, = 3, A3 = 7 and
corresponding eigenvectors

0 1 0
1 |,]l0],]1
—1 0 1

If so, find such a matrix; if not, explain why not

27. (10%) &)
In advanced linear algebra, one proves@agley-Hamilton Theorem, which states that
a square matripA satisfies its characteristic equation; that is, if

CoFCiA+eo N+ e, N AT =0
is the characteristic equation df then
col+clA+cA?2+ -4, A"+ A" =0

Verify this result for

3 6
St
28. (10%) & = *)

Find a3 x 3 matrix A that has eigenvalues= 0, 1, and-1 with corresponding eigenvec-
tors

0 1 0

1 |, -11],|1

—1 1 1
respectively.
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29. (10%) &)
Determine whether the function is a linear transformatirstify your answer.

([23])-es

T: My — R

30. (10%) §x)

(@) (5%) LetT; : V — W andT, : V — W be linear transformations. Define the
functions(T; + T3) : V — W andT), — Tz) : V — W by

(T 4 T2)(v) = Ty(v) + Ta(v)
(T1 = To)(v) = Ti(v) — Ta(v)

Show thatl; + 75, andT; — 15 are linear transformations.
(b) (5%) Flnd(Tl + TQ)(ZL‘,y) and(T1 — TQ)(.I‘,y) if T : R? - R? andT2 :R? - R?
are given by the formulas, (z, y) = (2y, 3z) andTx(z,y) = (y, z).

31. (10%) &)
Let T be multiplication by the matrix.

A =

2 0 -1
4 0 =2
00 O

Find
(@) (2.5%) a basis for the range Bf
(b) (2.5%) a basis for the kernel @f
(c) (2.5%) the rank and nullity of'
(d) (2.5%) the rank and nullity oA

32. (10%) )
LetT : R® — R? be multiplication by

1
3
-2

N W
[

|

(@) (5%) Show that the kernel @f is a line through the origins, and find parametric

equations for it.
(b) (5%) Show that the range @fis a plane through the origin, and find an equation for

it.
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33. (10%) § * %)

1 3 -1
LetA = |2 0 5 be the matrix ofl" : P, — P, with respect to the basis
6 —2 4

B= {Vl, Vo, Vg}, where

vi =3z + 322, vy = —1 + 32 + 222, vy = 3 + Tz + 222

(@) (2.5%) FindT(v1)]g, [T(va)]s, and[T(v3)]p.

(b) (2.5%) FindI’(vy), T(vy), andT'(vs).

(c) (2.5%) Find a formula fof'(aq + a;x + asx?).

(d) (2.5%) Use the formula obtained in (c) to compiitg + z?2).

34. (10%) & * %)
LetT; : P, — P, be the linear transformation defined by

Ti(p(x)) = zp(z)
and letT; : P, — P, be the linear operator defined by
Ta(p(2)) = (27 + 1)
Let B = {1,z} andB’ = {1, z, 2%} be the standard bases By and P».

(a) (33%) F|nd[T2 o) Tl]B/VB,[TQ]B/,aanl]B/7B .

(b) (3.3%) State a formula relating the matrices in part (a).

(c) (3.3%) Verify that the matrices in part (a) satisfy thenfioila you stated in part (b).
35. (10%) &x)

Let B = {uj,uy,u3} be a basis for a vector spate and letT : V — V be a linear

operator such that

3 4 7
MTlp=| 1 0 —2
1 0

Find [T|p/, whereB’ = {v, vy, v} is the basis fol/ defined by

V1Iul,VQIU1+UQ,V3:U1+UQ+U3

36. (10%) =)

(@) (3.3%) Find an.U-decomposition ofA.
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37.

38.

39.

40.

41.

42.

(b) (3.3%) Express\ in the fromA = L,DU,, wherelL; is lower triangular with I's
along the main diagonal}; is upper triangular, an@ is a diagonal matrix.

(c) (3.3%) Express\ inthe formA = L,U,, whereL, is lower triangular with Is along
the main diagonal antl, is upper triangular.

(10%) Row-Echelon Form (x)
Let A and] bem x m matrices. Iff I | M ]is the row-echelon form of A | I ], prove
that A is nonsingular and/ = A~!.

(10%) Matrix Inverse (x)
Let A and B be invertiblern x m matrices such that—! + B~! is also invertible, show
that A + B is also invertible. What i$A + B)~'?

(10%) Inter polations (x)
Identify all the cubic polynomials of the form
f(z) = azx® + apz® + ayx + ag
for some real coefficients; such that the graph = f(x) passes through the points, 0)
and(2, —15) in thexy-plane.

(10%) Liner Transformation (xx)
Let the linear transformatiow = T'(v) from R* to R be defined by

w1 = V1 — Vg, Wy = 201 + Vs, and Ws = V1 — 2Vg

wherev = [ v; vy [T andw = [ w; wy ws |T. Find the matrixA that represent’
with respect to the ordered basBs= {e;; e,} for R? andC = {e;; ey; e3} for R3. Check
by computingZ’([ 2 1 ]7) two ways.

(10%) Projection vs. Linear Transformation (xx)
Let v be a nonzero column vector iR", the n-dimensional Euclidean real vector space,
and letT" be an operator oR" defined by

T(u) = proj,u,
the operator of orthogonal projectionwfontov.

(@) (4%) Show thaf is a linear operator.

(b) (4%) Sayu = [uj us - --u,]" andv = [vy vy - --v,]"; write down the standard ma-
trix [T'] for the linear operatar'.

(€) (2%) Is the standard matrj¥’] invertible? Explain your reasonings.
(Hint: IsT an one-to-one map?)

(10%) Linear Transformation vs. Subspace (xx)
(@) (5%) Prove: If"is a linear operator o™, then the set

V = {T(u) : ueR"

is a subspace ak".
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43.

44,

45.

46.

47.

48.

(b) (5%) Is the converse dfi(a) true? That isVifis a subspace ak”, then does it imply
thatT is a linear operator? Prove the statement or disprove byigingvan example.

(10%) Subspaces (xx)

Let vV andlV be subspaces @t spanned by and2 vectors respectively, as shown below:
1 0 3 1 0

V = span O, 4 |,]1 , W = span -1 4{,[] 1 .
2 12 8 0 13

Is W a subspace df'? Explain your answer, showing all intermediate steps.

(10%) Spanning (xx)
Show thatv, = (2, 12, 8), Vo = (2,4, ]_), V3 = (—2,4, ]_0) andw; = (1, -2, —5), Wy =
(0,16, 18) span the same subspaceldf i.e. show that

span ({v1,va,v3}) = span ({wy, wa})
and that it is a subspace &f.

(10%) Linear Space and Dimension. (x:x)

Let NV; and V; be finite-dimensional vector subspaces of a (not necegdauite dimen-
sional) vector spac¥ such thatV; N N, = {0}. Prove thatN; + N, = {u+ v : u €
Ni,v € Ny} is a finite dimensional vector subspacéoénd

(10%) Rank and Nullity. (xx)
Let A be a matrix given below:

5 9 14 13
A= 19 23 10 1
-10 -2 -12 -14
Find rank(A), nullity(A), rank(AT), nullity(AT), det((AAT)2005)_
(10%) Inner Product Space. (xx)

If S # @ is a subset of an inner product spacgelet S* = {x : x € V, x Lz foranyz €
S}. Let S, S, # @ be subsets of, prove thatS; U S,)*+ = Si- N Sy

(10%) Eigenvalue, Eigenspace and Diagonalization. (x)

Let
-7 -9 3
A= 2 4 -2
-3 -3 -1

(@) (0%) Find the eigenvalues of the matrx
(b) (0%) Find a basis for each eigenspace of the matrix
(c) (0%) Find a matrixP that diagonalizest, and determiné®~1AP.
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49. (10%) Change of Basis. (xx)
Consider the baseB = {u;, uy, uz} andB’ = {vy, vy, v3} for B3, where

1 0 -2 -2 0
u; — 0 , U = 1 , Uz = 5! s V] = 1 , Vo = 1
3 0 1 1 -1

(a) (4%) Find the transition matriks 5 from B to B'.
(b) (4%) Find the transition matriks, 5 from B’ to B.

(c) (2%) Compute the coordinate matfix|z wherew = 3

50. (10%) QR Decomposition. (xx)
Let A be a matrix given below:

N W

1
A= 1|2
3

Perform the QR decomposition df.
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51.

52.

53.

54,

55.

56.

S7.

58.

Differential Equations

(10%) (x)

Solve the initial value problem

(10%) (x)

Y —baly—E, y(0) =0

Solve the initial value problem

(10%) ()
Find the general solut

(10%) (*)
Given that

is a solution of the DE

ion of the differential equation

d
(x + 1)% + (x4 2)y =2z ”

w|s

h =€

6y" +y —y=0

use reduction of order to find a second solutign

(10%) (+)

Solve the differential equation hyndetermined coefficients

(10%) (%)
Solve the initial value

Y+ 2y — 24y =16 — (x + 2)e*”

problem

(e* — ycosay)dr + (2xe* — xcoszy + 2y)dy = 0,

(10%) (%)

Use Euler's method to obtain a two-decimal approximatiothefindicated value. Let the

incremental intervah = 0.05.

(10%) (*)
Solve the IVP

y=2z—-y+1, y(l)=>5; y(1.2)

y' =4y +5y=0, y(0)=1, y'(0)=5
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59.

60.

61.

62.

63.

64.

(109%) ()

(@) (3%) Verify that )

T +c
is a one-parameter family of solutions of the 1st-order DE

y =y (1)

Yy=-

(b) (3%) Use the conditions iBxistence and Uniqueness Theorenshow that the DE
(@) has a unique solution with initial conditigri0) = 1.

(c) (4%) Find the solution of the DE](1) with the initial cotidn given in part[(b), and
determine the largest intervalof definition for the solution.

(109%) ( * )

(@) (5%) Sketch a direction field for

y =1+ 2y

in the square-2 < = < 0,0 < y < 2. (Sketch only for the integer grid, totally 25
points.)

(b) (5%) Using the direction field, sketch your guess for thlatson curve passing through
the point(—2,2).

(109%) ( * )
(@) (5%) Construct a direction field for the DE
y=r-y
for the integer pointsat = -2, —1,0,1,2,y = —2, —1, 0, 1, 2, (totally 25 points).
(b) (5%) Use the result in parti(a) to sketch an approximaligtisn curve that satisfies
the initial conditiony(1) = 0.
(10%) (%)
Solve the DE
dy 2 2
20y— = 42" + 3y
dx
(10%) (x)

Solve the following IVP usingariation of parameters

20" +y —y=x+1, y(0)=1,¢(0)=0

(10%) ()
Find the Frobenius series solutions of the differentialadiqun:

22%y" + 32y — (2 + 1)y =0
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65.

66.

67.

68.

69.

70.

71.

72.

(10%) (x)
Find.Z {f(t)} by definition if

2041, 0<t<1
f(t)—{O’ tZl

(10%) ()
Find
< {t2 sin kt}
(10%) (%)
Use thelLaplace transfornto solve the integral equation

f(t) = cost+/t67f(t—7)d7
0

(109%) ()

Use the improved Euler’s method to obtain a four-decimat@agmation of the indicated

value. First usé = 0.1 and then usé = 0.05.
Yy =y—y> y(0)=05 y(0.5)

(10%) (*)
Show that the functions

fi(x) =€ and fo(x)=xe ™ —e "

are orthogonal on the intervl, 2].

(10%) (%)
Expand the function
0, If —7r<x<0

f(:c):{% if 0<z<m

in a Fourier series

(10%) (x)
Find a particular solution of the equation

y" +y=tanzx
usingvariation of parameters

(10%) ()
Usepower series metham solve the differential equation:

y+2y=0
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. (10%) (x)
Use thelaplace transfornto solve the initial-value problem

" +4x =sin3t, x(0)=0, 2/(0) =0

. (10%) (xx)
Find the convolution of
f(t) =sin2t and g(t) = ¢’

using thelLaplace transform

. (10%) (xx)
Evaluate

. (10%) (%)
Solve the initial-value problem

y'+2y =6(t—1), y(0)=0,y(0)=1

. (10%) (x * )
Use the method of Frobenius to obtain two linearly indepahderies solutions about
x = 0 for the differential equation

92%y" + 9x*y' + 2y =0

. (10%) (xx)
Find the general solution in powers obf

(2* —4)y" + 32y +y =0

Then find the particular solution with(0) = 4, v'(0) = 1.

. (10%) (xx)
Solve
5 5 2
X' = -6 -6 -5 |X
6 6 5
subject to
0
X0)=10
2
. (10%) (x)

Use arexponential matrixo find the general solution of the system

, (4 3
x_(_4 _4)x



81.

82.

83.

84.

85.

86.

87.

88.

(109%) ()
Solve

(10%) ()
Use thelaplace transfornto solve the initial-value problem

(10%) (%)
Solve the initial-value problem

(10%) ( * *)

Find the eigenvalues and and associated eigenfunctiohge &ttirm-Liouville problem

(10%) * * *)
Solve the boundary-value problem

(10%) (x * )
Use separation of variables to solve the partial diffeed@guation

(10%) (x * )
Use separation of variables to solve the partial diffeedm@guation

(10%) (x)

Classify the given partial differential equation as hymdidy parabolic, or elliptic.

(@)

(b)

9%u

S+ =0
X

9%y

9%u
Oy?
0*u

, (=5 3 e 2
X‘( 2 —10)X+( 1

using variation of parameters.

y" =8y +20y = te', y(0)

x2y//

=0, y'(0)=0

—5xy’ + 10y =0, y(1)

=1,y (1)=0

V' +Ay=0, (0<z<L)

y'(0) =0,

y'+Ay=0, ¢'(0)=0,

0*u

or?

+2

0x 0y +

Oy?

ou ou

+r—=0

Yor y

Pu
ox2  oy?

ou ou
+ 55 0, =0
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89.

90.

91.

92.

(109%) ()
Find the Fourier integral representation of the function

0, if x<0
flx)=< sinz, If 0<zx<7
0, if o >mn
(10%) (x * )
Solve the heat equation
Pu  Ou
k’@—a, —OO<IL'<OO,t>O
subject to
B A I |z <1
u(z,0) = f(z), where f(z) = { 0. if |a] > 1
(20%) ()

Find the general solution of the given differential equatiGive the largest intervdl over
which the general solution is defined. Determine whethaethee any transient terms in

the general solution.

dP
— +2tP =P+ 4t -2
7t + +

(10%) (x * )
A model that describes the population of a fishery in whichvésting takes place at a
constant rate is given by

— =kP—h
dt

wherek andh are positive constants.
(@) (4%) Solve the DE subject tB(0) = P.
(b) (3%) Describe the behavior of the populatiBit) for increasing time in the three
cases”y > h/k, Py = h/k,0 < Py < h/k.

(c) (3%) Use the results from part (b) to determine whetheffigh population will ever
go extinct in finite time, that is, whether there exists a tifhe 0 such thatP(7") = 0.
If the population goes extinct, then fifd

93. (10%) *x)

Use the substitutiom = ¢! to transform the given Cauchy-Euler equation to a difféednt
equation with constant coefficients. Solve the originalatigun

z*y" — day’ + 6y = In2?

94. (10%) (%)

Solve the given initial-value problem

d2.%’ 2 /
y) +w e = Fycosvt, x(0) =0, 2/(0) =0
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95.

96.

97.

98.

99.

(10%) ()
Solve the given differential equation by using an apprdpraubstitution

L
dx

(10%) (+)
Solve the given differential equation by undetermined toehts

yW — " =4z + 227"

(10%) (x)
Solve the differential equation by variation of parametsubject to the initial conditions

Y’ — 4y + 4y = (122° — 62)e*, y(0) =1, y/(0) =0

(10%) (x)

Solve the given differential equation by using an appraprsabstitution
d
é = sin(z + y)

(10%) ()
Solve the given initial-value problem

(e +y)dr+ (2+z+ye’)dy=0, y(0)=1

100. (10%) (%)

Solve each differential equation by variation of paranseter

T

//_2/_|_:
VoY=
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Probability

101. (10%) (%)
A random experiment consists of selecting two balls in sssio® from an urn containing
two black balls and one white ball.

(@) (3%) Specify the sample space for this experiment.

(b) (3%) Suppose that the experiment is modified so that theshamediately put back
into the urn after the first selection. What is the sample spaev?

(c) (4%) What is the relative frequency of the outcome (bjdudlck) in a large number
of repetitions of the experiment in part (a)? In part (b)?

102. (10%) (x)
An urn contains two black balls and three white balls. Twdsbate selected at random
from the urn without replacement and the sequence of cadorsted. Find the probability
of the second ball is white.

103. (10%) (x)
An urn contains 100 balls and there are numbers 1,2,...,4Q0ese 100 balls. Suppose
that every ball is selected equally. 20 balls are selecteamnatom from the urn. LeX be
the sum of the outcomes. Find the expected valu¥ of

104. (10%) (%)
Let the eventsd and B have P[A] = x, P[B] = y, andP[A(\B] = z. Use Venn
diagrams to findP[A°| ) B¢] , P[A(\ B¢] , P[A°( B] and P[A“ [ B“].

105. (10%) ()
A binary transmission system sends a “0” bit using a -1 vatagnal and a “1” bit by
transmitting a +1. The received signal is corrupted by nthiaé has a Laplacian distribu-
tion with parameterv. Assume that “0” bits and “1” bits are equiprobable.

(@) (5%) Find the pdf of the received signal= X + N , whereX is the transmitted
signal, given that a “0” was transmitted; that a “1” was traitsed.

(b) (5%) Suppose that the receiver decides a “0” was sentif0, and a “1” was sent if
Y > 0. What is the overall probability of error?

106. (10%0) (x)
Let be uniformly distributed in the intervél, 27) . Let X = cos © andY = sin © . Show
that X andY” are uncorrelated.

107. (10%) ()
Let the random variabl® be defined by = X? , whereX ~ N(0, 1) . Find the cdf and
pdf of Y .

108. (10%) (x)
Prove the memoryless property of exponential distribution
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109. (10%) (x)
Suppose that orders at a restaurant are i.i.d. random \esiaith mean,=$8 and standard
deviationoc=$2. Estimate the probability that the first 100 customeendm total of more
than $840. Estimate the probability that the first 100 custenspend a total of between
$780 and $820.

110. (10%) ()
Let X andY be independent random variables each geometrically lolis&d with param-
eterp .
(@) (2.5%) Find the distribution of mitx,Y') .
(b) (2.5%) FindP(min(X,Y)=X)=P(Y > X)
(c) (2.5%) Find the distribution ok + Y
(d) (2.5%) FindP(Y =y|X +Y =z)fory=0,1,...,z

111. (10%) (%)
We have two coins, one that is fair and thus lands heads upprathability 1 /2 and one
that is unfair and lands heads up with probabitityp > 1/2 . One of the coins is selected
randomly and tossed n times yielding n straight tails. W#te probability that the unfair
coin was selected?

112. (10%) ()
Find the probability that the sum of the outcomes of five tesdea die is 20.

113. (10%) (xx)
Given the following joint pdf

JeeTe™, 0<x <2y < oo
fX,Y(wi = { 0, elsewhere

(@) (5%) Find the normalization constantP[X + Y < 1] ,fy(y|z) ,E[X|y] ,E[XY]
,OOV(X, Y) , ande7y.
(b) (5%) LetV andIV be obtained fronfX,Y") by

V=X+2Y
W=X-Y

Find the joint pdf of\” andWV .

114. (10%) ()
LetS, = X; + Xo + -+ X, , whereX,, X,,---, X, are i.i.d. random variables with

finite meanmn and finite variance?. Let Z,, = Sg?/%m . Prove thatim,,_,., Z,, ~ N(0,1)

115. (10%) ()
LetU andV are independent zero-mean, unit-variance Gaussian ravaaamles, and let
X=U+V,Y=2U+V.FindE [XY].
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116. (10%) ()
Let X = (X, X») be the jointly Gaussian random variables with mean vectdrcawari-

ance matrix given by
1 9 =2
=] e[ 5 T
5

5
(@) (2.5%) Find the pdf ok in matrix notation.

(b) (2.5%) Find the marginal pdfs df; and Xs.

(c) (2.5%) Find a transformatias such that the vectar = AX consists of independent
Gaussian random variables.

(d) (2.5%) Find the joint pdf of".

117. (10%) (xx)
Two players having respective initial capital $5 and $1Gagp make a series of $1 bets
unit one of them goes broke. Assume the outcomes of the beis@dependent and both
players have probability 1/2 winning any given bet. Find pmebability that the player
with the initial capital of $10 goes broke. Find the expeatathber of bets.

118. (10%) (xx)
At a party N men throw their hats into the center of a room. The hats aredniyp and
each man randomly selects one. Find the expected numberrothraeselect their own
hats.

119. (10%) ()
Let N, for N > 1 and such tha® [N] exists, be a random variable that is a stopping
time for the sequence of independent and identically thsted random variablek;, i =
1,2, -, having finite expectation. Let

Sy=X1+Xo+-+ Xy

Then show that
E[Sy] = E[X]E[N]

120. (10%) (xx)
The number of customers that arrive at a service statiomgartimet is a Poisson random
variable with parameteft. The time required to service each customer is an expomentia
random variable with parameter Find the pmf for the number of customéysthat arrive
during the service timé@ of a specific customer. Assume that the customer arrivals are
independent of the customer service time.

121. (10%) ()
Find the pdf of the sun¥ = X + Y of two zero-mean, unit-variance Gaussian random
variables with correlation coefficiept= —1/2.

122. (10%) (xx) (Markov's Inequality)
Prove that ifX is a random variable that takes only nonnegative values,ftireany value
a>0

P{XZG}S¥
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123. (10%) (x * *)
Let X1, X5, X3 are independent, exponentially distributed random véesabith parame-
ter A\, A2, and)\; respectively. Find the pdf oX; + X, + Xj.

124. (10%) (x * *)
Let Z = X/Y. Find the pdf ofZ if X andY are independent and both exponentially
distributed with mean one.

125. (10%) (x * *)
Let X3, Xo, -, X,, be independent exponential random variables with pdfz) =
Nie % x>0, )\; > 0. Define

Y, =min{Xy, Xy, -+, X,,},Z, = max {X1, X5, -+, X, }

(@) (5%) Find the cdf o, and~Z,,.
(b) (5%) Find the probability thaX; is the smallest one amony;, Xo,--- , X,,.
126. (10%) (x * *)
Let X, X, - -- be independent exponential random variables with m¢arand letN be

adiscrete random variable with(N = k) = (1 —p)p* 1,k =1,2,---,whered < p < 1
(i.e. N is a shifted geometric random variable). Show thatefined as

is again exponentially distributed with parameter- p) \.

127. (10%) (x * )
The pointsA, B, C are independent and uniformly distributed on a circle wittcenter at
O. Find the probability that the centérlies in the interior of triangleN ABC?

128. (10%) (x  *)
A coin with the probability of heag { H} = p = 1 — ¢ is tossed: times.

(@) (5%) Find the probability that heads are observed up to theh tossing but not
earlier.

(b) (5%) Show that the probability that the number of headsén equals.5 [1 + (¢ — p)"].
129. (10%) (x * x)
A point (X, Y) is selected randomly from the triangle with verti¢és0), (0, 1) and(1,0)
(@) (5%) Find the joint probability density function &f andY’.
(b) (5%) Evaluate? (XY =vy), VAR (X|Y = y).
130. (10%) (x * x)

Let X be a zero-mean, unit-variance Gaussian random variabletahbe a chi-square
random variable witlh degrees of freedom. Assume thatandY are independent. Find

the pdf of V' = X//Y/n.
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131. (10%) (x * *)
Let X1, X,, - -, be a sequence of samples of a speech voltage waveform, pposauthat
the samples are fed into the second-order predictor shotineifollowing figure. Find the
set of predictorg andb that minimize the mean square value of the predictor error.

XR

132. (10%) (x * *)
Let X = (X1, X, -+, X,,) be zero-mean jointly Gaussian random variables. Show that

E[X1X:X5X,] = E [X1Xo] E [X3X4] + E [X1X3]) E [X2X4] + E [X1X4] E [X2.X5]

133. (10%) (x)
Consider a function

f(z) = —e(fx%rx*a), —00 < & < 00

Find the value of: such thatf(x) is a pdf of a continuous r.\X.

134. (10%) (xx)
Find the mean and variance of a Rayleigh r.v. defined by

z —2%/20
B e , x>0
Ixlw) = { 0 2 <0
135. (10%) ()
Let X = N (0;0?). Find E [X|X > 0] andVar (X|X > 0).

136. (10%) ()
Suppose we select one point at random from within the cirdle radiusR. If we let the
center of the circle denote the origin and defiiendY” to be the coordinates of the point
chosen (Fig. 3-8), thefiX, Y) is a uniform bivariate r.v. with joint pdf given by

[k P+ y?<R?
fXY($ay)—{ 0, x2+y2>R2

wherek is a constant.
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Fig. 3-8

(@) (3%) Determine the value &f

(b) (3%) Find the marginal pdfs of andY'.

(c) (4%) Find the probability that the distance from the origf the point selected is not
greater tham.

137. (10%) ()
Suppose the joint pmf of a bivariate r(\/X, Y) is given by

5 (0,1),(1,0),(2,1)
C ) = 3 ) P TATY
Pxy (i, y5) { 0, otherwise

(@) (5%) AreX andY independent?
(b) (5%) AreX andY uncorrelated?
138. (10%) (x)

Let X andY be two r.v.'s with joint pdf fxy (z,y) and joint cdf Fxy (z,y). LetZ =
max (X, Y).

(@) (5%) Find the cdf ofZ?
(b) (5%) Find the pdf o7 if X andY are independent.
139. (10%) (xx)
Let X andY be two r.v.s with joint pdffxy (z,y). Let
R=vVX2+Y2 O =tan! §
Find fre(r,0) interms of fxy (x, y).

140. (10%) (%)
Let X andY be two r.v.'s with joint pdffxy (z,y). Let

Y1:X1—|—X2—|—X3
Yo =X1 - Xo
Y3 =X — X3

Determine the joint pdf ot7, Y, andYs.

141. (10%) (xx)
Show that if Xy, - - - , X, are independent Poisson r.\&5 having parametek;, thenY =
X1+ -+ X, is also a Poisson r.v. with paramefee= \; + - - - + \,,.
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142. (10%) (x)
Let X be auniformr.v. ovef—1,1). LetY = X".

(@) (5%) Calculate the covariance &fandY'.
(b) (5%) Calculate the correlation coefficient®gfandY .
143. (10%) (%)
A computer manufacturer uses chips from three sources.sGom sourcesA, B, and

C are defective with probabilities .001, .005, and .01, respely. If a randomly selected
chip is found to be defective, find the probability that thenu@acturer wasA4; that the

manufacturer wa§’.

144. (10%) ()
A modem transmits a +2 voltage signal into a channel. The redlaadds to this sig-
nal a noise term that is drawn from the §6t —1, —2, —3} with respective probabilities
{4/10,3/10,2/10,1/10}.
(@) (3%) Find the pmf of the outpuf of the channel.

(b) (3%) What is the probability that the output of the chdnsiequal to the input of the
channel?

(c) (4%) What is the probability that the output of the chdns@ositive?
145. (10%) ()
Let X be the number of successesrnrBernoulli trials where the probability of success

isp. LetY = X/n be the average number of successes per trial. Apply the Gheb'g
inequality to the evenf|Y — p| > a}. What happens as — oo0?

146. (10%) (%)
Let X andY denote the amplitude of noise signals at two antennas. Tiuona vector
(X, Y) has the joint pdf

f(z,y) = awe*aﬁ/Qbye’byQ/Q, x>0,y >0,a>0,0b>0
(@) (3%) Find the joint cdf.

(b) (3%) FindP [X > y].
(c) (4%) Find the marginal pdf’s.

147. (10%) (%)
Let X andY have joint pdf

fxy(zy)=k(x+y), for0<z<1,0<y<1.

(@) (2.5%) Findk.

(b) (2.5%) Find the joint cdf of X,Y).

(c) (2.5%) Find the marginal pdf of andY'.

(d) (2.5%) FindP [X <Y],P[Y < X2, P[X +Y > 0.5].
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148. (10%) (x)
Find E [ X2e¥ ] whereX andY” are independent random variablésis a zero-mean, unit-
variance Gaussian random variable, ands a uniform random variable in the interval
[0, 3].

149. (10%) (x)
SignalsX andY are independentX is exponentially distributed with mean 1 ahdis
exponentially distributed with mean 1.

(@) (5%) Find the cdf ot/ = | X —Y/|.
(b) (5%) Use the result of part (a) to firfd[Z].

150. (10%) ()
The random variable¥ andY have the joint pdf

fxy(z,y) =e @ for0<y<az<1.

Find the pdfofZ = X + Y.
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